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Recap

e W1-4. Inference Efficiency
e Making large models smaller
e Building small models

e Training small models well

e W5-. Training Efficiency



Overview

e Many ways to achieve efficiency
e Optimizer. SGD, Adam, Shampoo, Muon, ...

e |nitialization. Xavier, Kaiming, Orthogonal, ...

e Shared Knowledge «— W5-6

e Parallelism.
e Data.

e Matmul.



Shared Knowledge

 |dea. Transfer knowledge from related training episodes (experience)
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Shared Knowledge

e Note that we have seen this already

e Example. DARTS shares weights over architectures to cut training cost
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Shared Knowledge

e Example. Knowledge distillation transfers teacher knowledge to student

Teacher Model

Transfer
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Agenda

e Today. Continual Learning

e Coming next.
e Meta-Learning
e Jest-Time Adaptation
» Parameter-Efficient Fine-Tuning
e Hyperparameter Transfer

e Model merging / editing



Basic idea




Motivating example

e Goal. Want to build a machine that learns and acts like a human

e Dumb way. Run the following algorithm

e Build a robot with human-like ‘ R y
sensory devices ¥ NN 2
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e Deploy the robot
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e Store all the data it sees

e Traln a model from scratch

 Frequently, e.g., every hour



Motivating example

 Problem. Data explodes!

e Consider the input data stream:

e Vision. &% 10MegaPixels x 24bitRGB x 60Hz ~ 1.8GB/s
e Audio.~ 441kHz x 16bitscale x 2 channels ~ 0.19 MB/s
o (..)

e After a year, we accumulate 56 PB of data

e QOut of storage, out of compute!



Motivation

e |dea. Learn like human!

e DON'T: Accumulate all data
Retrain from scratch every time

e DO: Keep one model
Continuously acquire, fine-tune, and transfer new knowledge/skills




Motivation

 Naive. Run the online learning algorithm
e Initialize some f,
e Repeat: At time ¢,
e Collect the data (x,, y,)
e Update the modelasf,_ ; =/f,— VZ(f(X),y,)

e Discard the data (Xt, )’z)



Catastrophic forgetting

e Question. Are we good?

 No, If data distribution changes over time!

 Very degraded performance on previously learned tasks
(a.k.a., “catastrophic forgetting”)
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Decision Boundary Updated Decision Boundary | | Updated Deg’ision Boundary
f(x;0,) =0 ) . f(x;6,) =0 oA f(x;81) =0

Catastrophic Forgetting Ideal Case



Catastrophic forgetting

e Example. A clothes recommendation model forgetting everything about
prior user preferences from the same season of the previous year

WINTER SPRING SUMMER AUTUMN




Catastrophic forgetting

* Why does catastrophic forgetting happen?

 Rough Intuition. Training a model with new information interferes with
previously learned knowledge

e Abrupt accuracy drop, or old knowledge completely replaced by new

a Sequential training b Interleaved training
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Van de Ven et al,, “Continual learning and catastrophic forgetting,” arXiv 2024



Catastrophic forgetting

e Can be attributed to the nature of SGD

e Example. Logistic regression

 Theoretically, always tries to find margin-maximizing solution
= Departs from previously discovered solution




Continual learning

* |dea. Share some experience (compressed knowledge) w/ past&future selves
e No need to store all prior data, or train from scratch

e |deally, Want to improve performance on past task, using current data

Old Current Future
Learning Learning AU Learning
A\ BN  Transfer ‘Q

. P
Sharing Sharing
v b o - - o *
Interference Interference

PAST FUTURE




Continual learning

e |f we focus too much on remembering the past self
e Performs poorly on current task

e |f we Completely forget Specialist for learning
new tasks

+ Performs poorly on past task 0

Generalist for continual

e Called "Stability-Plasticity Dilemma” :
Pareto front in

performance space

Plasticity

Specialist for remembering
old tasks

Stability



Formalizations



Categories

e For classification tasks, there are three popular categories:
e Task-incremental
e Domain-incremental

e Class-Incremental



Formalization

e Consider a supervised learning setup, with non-stationary data stream:

e Each datum consists of a triplet
(X, Vi 1;)
e Feature x e X
o Label ye¥

e Task re g

e denotes which distribution the datum belongs

De Lange et al., “A continual learning survey: ..,” TPAMI 2021



Formalization

e Task-incremental learning

o 4
e For training data, we know (X, y;, 1) \‘
e For test data, we know (X, 1) £ :
e Example. Clothes recommender, with seasonal info A /\

e X: Clothes info

e y: Preference = B
e I Current season !

e Focus. Achieve positive transfer between tasks



Formalization

e Domain-incremental learning
e For training data, we know (X, y;, ;)
e For test data, we know (X)

e Example. Self-driving car w/o weather info

e X: Visual input from camera
e y. Driving actions
e 1. Weather information

 Focus. Alleviate catastrophic forgetting




Formalization

e Class-incremental learning

e DIL, but we need to infer task information as well
(e.g., ¥ differs from task to task)

e Example. Learning to classity animals, with streaming classes

e Focus. Classifying classes not observed together

e Can we use “folded ears” as a decisive feature?




Formalization

e Typically the difficulty goes as:

TIL < DIL < CIL

Tas 1 | Task3 | X =image pixel space
ol L1656 o
y=0 y=1 y=0 y=1 9/ = within-task label space = {0,1}
Scenario Type of choice Mapping to learn
Task-incremental learning Choice between two digits of same task (e.g., 0 or 1?) f: Xx7T- f)/
Domain-incremental learning Is the digit odd or even? f: X - 9/
Class-incremental learning Choice between all ten digits fr X - Tx Y

Van de Ven et al,, “Continual learning and catastrophic forgetting,” arXiv 2024



Formalization

e Even further recent works consider task-free cases
e No task label available, and unclear boundaries

* Practical, but extremely challenging

a . Task-based continual learning T y Task-free continual learning
ask set ask set
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Van de Ven et al,, “Continual learning and catastrophic forgetting,” arXiv 2024



Strategies



Categories

Here are some popular options:
 Regularization-based
e Replay-based
e Template-based

e Context-dependent Processing



Regularization

* |dea. Regularize the parameters to prevent shifting much from the past self

e Thatis, minimize the loss function

L(6) = Ly (0) + dist(6, 6.,

Task 2 loss

Parameter 1

Parameter 2



Regularization

e Example. Elastic Weight Consolidation

e Suppose that we want to minimize:

Lnew(e) T Lpast(e)

 Apply the Taylor approximation:

Lnew(‘g) T Lpast(epast) T G[_);st(g - Hpast) + (6 — past)T ast(‘g - Hpast)

e Remove unnecessary terms to get:

Lnew(e) + (6 — past)T ast(e o Hpast)

Kirkpatrick et al, “Overcoming catastrophic forgetting in neural networks,” PNAS 2017



Regularization

» Synaptic intelligence (SI) measures a similar metric

 Difference: Measured over the entire learning trajectory

e https://arxiv.org/abs/1703.04200



https://arxiv.org/abs/1703.04200

Regularization

e Some works conduct functional regularization, instead of parameter reg.

e |dea. Preserve the predictions of past model on anchor points

L(8) = Loy () + ELdist(fy(9). ()]

e |deally, anchors should be samples from the past task

Task 2 data

F(x)

Anchor X
points



Regularization

e Example. Learning without forgetting (LwF)

e Use the samples from the new task as the anchor points

e Example. FROMP

e Recover “memorable past” from the past model

Step A: Convert DNN to GP functional prior  Step B: Find Memorable Past

\ 40"

Step C: Train weights with functional regularisation of memorable past

“ FROMP O W\\




Replay
e Idea. Train the model w/ current task samples + representative past samples
L(@) — Lnew(g) T Lpast,rep(g)

 Example. Experience replay (ER) stores random data in buffer

e Example. Deep Generative Replay (DGR) trains GAN to generate samples

Task 1 Task 2

(x(2),y(2))

(X': 1 y 1-:'? ;



Template-based

e |dea. Classify based on “templates” that are kept for each class

e Example. ICaRL stores some exemplar samples from each class:

e Classification is done by nearest-mean-of-exemplars

e Feature extractor can be trained, e.g., via self-supervised learning

Algorithm 1 iCaRL CLASSIFY Class 2 template
input x // 1image to be classified
require P = (Py,..., P;) // class exemplar sets — Class 1
require ¢ : X — R // feature map
fory=1,...,tdo O template
1 -
by < 5 Z ©(p) // mean-of-exemplars ©
| yl pEPy q)
end for LL

y* < argmin ||¢(z) — || // nearest prototype
y=1,...,t

output class label y*

Feature 2



Context-dependent processing

e |dea. Assign some parameters exclusively for a specific task

e Example. Context-dependent gating jointly trains a gating function with the
model parameters

e Used together with EWC

R
O
o
O
O
O

N

I PR /*\ /t o
\ > sl‘\ (“r '4\ o TaS k 2 . 8 g ‘
)\ — Shared ¢ o o O

Q QOO O o ° 0
é \: o i - A / . * o * 2 * ¢

L] 2 \\r . O

0!1!2!91' e (3 (3] o
@ o w D

® not gated O gated



Further readings

e |In the context of LLMs, continual learning is done in various stages
 Pre-training

e https://arxiv.org/abs/2403.08763

e |Instruction tuning

e https://arxiv.org/pdf/2205.12393
e Alignment

e https://arxiv.org/abs/2407.05342



https://arxiv.org/abs/2403.08763
https://arxiv.org/pdf/2205.12393
https://arxiv.org/abs/2407.05342

That's it for today (-



