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Training cost
• Roughly, the training cost is: 

 

• Example.  

 

 

f(model size, dataset size, ⋯)

Compute = (#data) × (#epochs) × (Fwd FLOPs + Bwd FLOPs)

Duration = (#data) × (#epochs) × (Processing Time/sample)



Paradigm shift
• In the past, the number of usable data was scarce 

• Why?          Labeling cost was expensive 

• Strategy.    Increase the epochs and see data many times 

• Example. 

• ResNet.   90 epochs    (later works extend it to 600 epochs) 

• DeiT.        300 epochs 

• BERT.       40 epochs



Paradigm shift
• Nowadays, one can utilize much more data 

• Why?          Self-supervised pre-training techniques 

• Strategy.    Reduce the data redundancy by reducing epochs 

• Computation is the new bottleneck 

• Example. GPT-3 uses 0.8 epoch, on average



Observation
• Some data have notably higher quality than others 

• Example. Textbooks are all 
                 you need (2023) 

• Textbook-quality samples 
enable training powerful 
models with smaller model 
size and dataset 

• Used GPT-4 as a filter for 
telling the quality



Gunasekar et al., “Textbooks are all you need,” arXiv 2023



Key questions
• Given a large dataset, how can we automatically construct a new dataset, 

so that training with the dataset ensures high quality of the trained model? 

• Can we construct new data in a scalable way? 

• Distributional shift? 

• Synthesize or not? 

• Pick samples, or set?

Sachdeva and McAuley, “Data Distillation: A Survey,” TMLR 2023



Basic ideas



Formalism
• Suppose that we have a dataset  

• We use a learning algorithm  which finds a parameter given the dataset 

 

• Goal. Find another dataset  such that 

•  

•

D = {z1, …, zN}

A( ⋅ )

̂θ = A(D)

D′￼ = {z′￼1, …, z′￼n}

n ≪ N

L(A(D)) ≈ L(A(D′￼))



Terminologies
• Data pruning.               Select a subset, i.e.,  

• Data curation.             Same, but involves human judgement 

• Dataset distillation.  Allows data to be synthetic, thus  

• Also called “dataset condensation” 

• Data valuation.            Measures the importance of each  

• Can be used for data pruning, via top-k 

(theoreticians might call these “coresets”)

D′￼ ⊆ D

D′￼ ⊈ D

d ∈ D



Proof of Concept
• Recall the support vector machine (SVM) 

• Margin maximizer 

• Determined by support vectors, 
i.e., samples on the margin 

• Can keep only difficult samples 
to perfectly reconstruct the classifier 

• Note. Not in deep learning, as we need 
samples for feature learning



Algorithms
• Data valuation 

• Leave-one-out, Influence function, Data Shapley 

• Data pruning 

• Difficulty-based pruning 

• Dataset distillation 

• Meta-Learning, Gradient Matching, Trajectory Matching, Distribution 
Matching



Data valuation



Data valuation
• Measure how much a sample affects the training 

• For instance, consider the leave-one-out (LOO) error 

 

• Expensive to measure 

• Requires at least  full training 

• Requires some easy-to-compute proxy…

v(z; D) = L(A(D∖z)) − L(A(D))

(N + 1)



Influence function
• Assume that we are using ERM algorithm, with the loss 

 

• Question. What if some  has been upweighted by ? 

• Then, we get the parameter 

 

instead of the original parameter .

L(D; θ) = ∑
z∈D

L(z; θ)

z ∈ D ϵ

̂θz,ϵ = argminθ (L(D; θ) + ϵL(z; θ))
̂θ = ̂θz,0

Koh and Liang, “Understanding black-box predictions via influence function,” ICML 2017



Influence function
• Definition. The influence function of the sample  on parameter is: 

 

• Using the fact that  is the argmin, we get 

z

Iparam(z) = lim
ϵ→0+

̂θz,ϵ − ̂θ
ϵ

̂θ

Iparam(z) = − H−1
̂θ

∇θL(z; ̂θ)

Koh and Liang, “Understanding black-box predictions via influence function,” ICML 2017



Influence function
• Similarly, we have influence function on the loss as:  

 

 

• Fortunately, this is much easier to compute

Iloss(z, ztest) = lim
ϵ→0+

L(ztest; ̂θz,ϵ) − L(ztest; ̂θ)
ϵ

= − ∇θL(ztest; ̂θ)⊤H−1
̂θ

∇θL(z; ̂θ)

Koh and Liang, “Understanding black-box predictions via influence function,” ICML 2017



Further readings
• Influence function is good for , but maybe not for any  

• Data Shapley addresses this problem 

• https://proceedings.mlr.press/v97/ghorbani19c/ghorbani19c.pdf 

• However, Data Shapley remains very costly to approximate

D S ⊆ D

Ghobarni and Zou, “Data Shapley: Equitable Valuation of Data for Machine Learning,” ICML 2019

https://proceedings.mlr.press/v97/ghorbani19c/ghorbani19c.pdf


Data pruning



Data pruning
• Will only briefly discuss difficulty-based pruning 

• In particular, the results of Sorcher et al. (2022) 

• Long-standing dispute: 

• Keep easy examples 

• Learning “prototype,” e.g., K-Means 

• Keep hard examples 

• Like the case of SVM

Sorcher et al., “Beyond neural scaling laws: Beating power law scaling via data pruning,” NeurIPS 2022



Data pruning
• Suppose that we have a self-supervised feature map . 

• e.g., SWaV 

• We measure the sample difficulty by: 

• Conduct K-means clustering with  

• Difficulty is the cosine distance to the centroid

Φ( ⋅ )

Φ(z1), …, Φ(zN)

Sorcher et al., “Beyond neural scaling laws: Beating power law scaling via data pruning,” NeurIPS 2022



Data pruning
• Observation. A clear phase-transition                 (with some theory in paper) 

• Abundant data, small model, or low sparsity. Keep hard examples 

• Scarce data, large model, or high sparsity. Keep easy examples

Sorcher et al., “Beyond neural scaling laws: Beating power law scaling via data pruning,” NeurIPS 2022



Dataset distillation



Approaches
• Allows data to be synthetic, i.e.,  

• Meta-learning 

• Gradient matching 

• Trajectory matching 

• Distribution matching

D′￼ ⊈ D



Meta-learning
• Idea. Use the full dataset as the validation set 

• By training on some synthetic set , we wish to minimize the loss on the 
original dataset: 

 

• e.g., update pixels of randomly initialized images in  

• Solvable via MAML-like bi-level optimization algorithms

D′￼

min
D′￼

L(A(D′￼); D)

D′￼

Wang et al., “Dataset distillation,” arXiv 2018



Meta-learning
• Initialize  

• Outer loop: 

• Sample a batch of original data  

• Sample a batch of initial weights  

• Inner loop: for each initial weight  

• Update one step with  

• Evaluate loss on  

• Update compressed dataset, with the loss summed over 

D′￼ = {z′￼i}n
i=1

B = {zj}

θ(k)
0

θ(k)
0

D′￼

B

j

Wang et al., “Dataset distillation,” arXiv 2018



Meta-learning
• Result. One can train a model, even with one image per class: 

• When starting from a fixed initialization

Wang et al., “Dataset distillation,” arXiv 2018



Meta-learning
• When starting from a random initialization 

• A bit more semantic, but lower accuracy

Wang et al., “Dataset distillation,” arXiv 2018



Further readings
• Combining data augmentation 

• https://proceedings.mlr.press/v139/zhao21a.html 

• Shared information between classes 

• https://arxiv.org/abs/2206.02916 

• NTK kernel for Meta-learning 

• https://arxiv.org/abs/2011.00050

Wang et al., “Dataset distillation,” arXiv 2018

https://proceedings.mlr.press/v139/zhao21a.html
https://arxiv.org/abs/2206.02916
https://arxiv.org/abs/2011.00050


Gradient matching
• Idea. Gradient from  should be similar to gradient from  

 

• Needs to hold for all  in the learning trajectory (when training with ): 

 

•  can be some distance metric 

•  denotes the -step updated version 

• Gradient is measured class-wise

D′￼ D

∇θL(θ; D) ≈ ∇θL(θ; D′￼)

θ D′￼

min
D′￼

𝔼[
T

∑
t=0

dist(∇θL(At(D′￼); D), ∇θL(At(D′￼); D′￼))]
dist( ⋅ , ⋅ )

At t

Zhao et al., “Dataset condensation with gradient matching,” ICLR 2021



Gradient matching
• Initialize  

• Outer loop: 

• Initialize the model weight 

• Inner loop: For  

• For each class, 

• Sample original data batch  and synthetic data batch  

• Compute gradients  and  

• Update synthetic data based on  

• Update model weight

D′￼

t = 0,…, T

B B′￼

g g′￼

dist(g, g′￼)

Zhao et al., “Dataset condensation with gradient matching,” ICLR 2021



Gradient matching
• Result. Interestingly, very semantically aligned

Zhao et al., “Dataset condensation with gradient matching,” ICLR 2021



Gradient matching
• Also very transferable between architectures

Zhao et al., “Dataset condensation with gradient matching,” ICLR 2021



Further readings
• Class contrastive signals 

• https://arxiv.org/abs/2202.02916 

• Less storage budget, by considering data regularity 

• https://arxiv.org/abs/2205.14959

https://arxiv.org/abs/2202.02916
https://arxiv.org/abs/2205.14959


Trajectory matching
• Idea. Match the trajectory itself, rather than gradients 

• Start at some model trained on original data for some steps: 

• Train on  for  steps 

• Train on  for  steps

D M

D′￼ N

Cazenavette et al., “Dataset distillation by matching training trajectories,” CVPR 2022



Trajectory matching
• More concretely, minimize the normalized distance: 

 

• Can consider much longer horizon than previous approaches 

• Can utilize pre-computed trajectories for original data

min
D′￼

𝔼[
T−M

∑
t=0

dist(At+M(D), At+N(D′￼))
dist(At+M(D), At(D)) ]

Cazenavette et al., “Dataset distillation by matching training trajectories,” CVPR 2022



Trajectory matching
• Result. Much more visually appealing 

• Example. ImageNet dataset

Cazenavette et al., “Dataset distillation by matching training trajectories,” CVPR 2022



Trajectory matching
• Example. CIFAR-10 dataset

Cazenavette et al., “Dataset distillation by matching training trajectories,” CVPR 2022



Trajectory matching
• Much better model accuracy as well 

• But still much worse than full data

Cazenavette et al., “Dataset distillation by matching training trajectories,” CVPR 2022



Distribution matching
• Idea.  and  should have similar distributions 

• Use some random embedding                (e.g., randomly initialized net) 

• Common to measure MMD as the distance

D D′￼

g( ⋅ )

Zhao and Bilen, “Dataset condensation with distribution matching,” WACV 2023 
Wang et al., “CAFE: Learning to condense dataset by aligning features,” CVPR 2022.



Distribution matching
• Tend to provide a more wholesome summary of the original distribution

Zhao and Bilen, “Dataset condensation with distribution matching,” WACV 2023 
Wang et al., “CAFE: Learning to condense dataset by aligning features,” CVPR 2022.

Gradient 
Matching

Distribution 
Matching



Wrapping up
• Selecting only the useful data is crucial for more efficient training 

• However, still far from low-cost automation



That’s it for today 🙌


