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Motivation



Modern AI is big
• Back in 2022. Google released PaLM, one of the previous generations of Gemini. 

• Dataset. Text corpus of  tokens7.8 × 1011

Chowdhery et al., “PaLM: Scaling Language Models with Pathways,” arXiv 2022



Modern AI is big
• Parameters.  parameters (in various precisions) 

•  1TB memory (in 16 bits) 

• Computation.  FLOPs for training 

•  $27M, 1500 hours

5.4 × 1011

≈

2.56 × 1024

≈



Modern AI is big
• Hardware. 6,144 TPUv4 chips



Modern AI is big
• Human. 67 Engineers



Even worse, the models were growing!



Modern AI is big
• Question. Will models keep growing in 2025?



Modern AI is big
• Question. Will models keep growing in 2025? 

• Answer. Maybe not 

• Inference cost is too expensive 

• Data is limited, eventually (although we are not quite there yet) 

• Government regulations 

• 🇺🇸: Training FLOPs over  = Inspection 

• 🇪🇺: Training FLOPs over  = Inspection

1026

1025



Modern AI is big
• Instead, the recent trend is to reduce the cost for services 

• Recipe. Start from a big model, then make it smaller.



Efficient ML



Goals
• Efficient ML. A collection of techniques to reduce various costs of ML 

• Scale. Microcontrollers (a ConvNet) 
            Mobile phones    (Google Gemini Nano) 
            Laptop                  (small LLMs) 
            GPU server           (giant LLMs)



Goals
• Efficient ML. A collection of techniques to reduce various costs of ML 

• Focus. Inference Latency 
             Inference peak memory 
             Training memory 
             Training cost



Techniques
• Today. We briefly cover three ideas 

• Quantization 

• Pruning 

• Knowledge distillation



Quantization



Quantization
• Idea. Reduce the precision of parameters in neural network 

• Weights 

• Activations 

• Done either.. 

• After all training 
(Post-Training Quantization) 

• Before fine-tuning 
(Quantization-Aware Training) 

• Before pre-training 
(Quantized Training)



Quantization
• Benefits. A lot! 

• Energy 

• Memory bandwidth 

• Computations 

• Storage space on RAM/SSD 

• Chip area



Quantization
• Key Question. Finding the right quantization level 

• Similar to K-means, but in 1-dimension



Quantization
• Popular. Linear quantization 

• Optimized for inference; allows full computation in a quantized format (e.g., int8) 

• LLM inference. Not strictly necessary; the bottleneck is memory access, not computation 



Quantization
• Trends in 2022—2024. Handling activation outliers in LLMs 

• Outliers increase the quantization range —> quantization error too large 

• Example. Groupwise quantization (University of Washington & Facebook) 
                  Apply Hadamard rotations (ETH Zurich & Microsoft) 
                  Add good prompt tokens (POSTECH & Google)

Son et al., “Prefixing Attention Sinks can Mitigate Activation Outliers for Large Language Model Quantization,” EMNLP 2024

https://arxiv.org/abs/2406.12016


Pruning



Pruning
• Idea. Make some neural network weights equal to zero

a1 a2 a3 a4
a5 a6 a7 a8
a9 a10 a11 a12
a13 a14 a15 a16

⟶

0 0 ã3 ã4

ã5 0 ã7 0
ã9 0 0 ã12

ã13 0 ã15 ã16



Pruning
• Benefit. Reduce both memory and computation that are associated with zeros

[a1 a2
a3 a4] [b1 b2

b3 b4] = [a1b1 + a2b3 a1b2 + a2b4

a3b1 + a4b3 a3b1 + a4b4]

[a1 0
0 a4] [b1 b2

b3 b4] = [a1b1+0 a1b2+0
0+a4b3 0+a4b4]

8 Multiplications, 4 Additions

4 Multiplications, 0 Additions

[a1 a2
a3 a4]

[a1 0
0 a4]

32bits x 4 = 128bits

32bits x 2 +  = 64bits + α α



Pruning
• Key Question. Selecting the weights to remove 

• Which weights? When to prune? How much? 

• How to compensate for the removed weights?



Pruning
• Key Question. Selecting the weights to remove 

• Which weights? When to prune? How much? 

• How to compensate for the removed weights?



Pruning
• Popular (for CNN). Gradual, magnitude-based pruning 

• Remove small-magnitude weights from each layer 

• Popular (for LLMs). Remove weights after the full training, but more carefully 

• Because the training cost is very expensive



Pruning
• Trends in 2022—2024. How to fine-tune pruned LLMs in an efficient manner 

• Examples. Knowledge distillation (NVIDIA) 
                    Blockwise optimization (POSTECH & Google)

Shin et al., “Rethinking Pruning Large Language Models: Benefits and Pitfalls of Reconstruction Error Minimization,” EMNLP 2024



Knowledge Distillation



Knowledge distillation
• Idea. Use a large model (teacher) to better train a small model (student) 

• Developed by the Nobel Laureate Geoffrey Hinton



Knowledge distillation
• Benefits. Student model have much increased accuracy 

• Sometimes, can even inherit the knowledge of the private dataset used by teacher



Knowledge distillation
• Key Question. What should we distill? 

• Prediction, Features, Inter-sample relationships, Attention



Knowledge distillation
• Trends in 2022—2024. Applying distillation to large, commercial teachers (e.g., GPT) 

• Small transformers as students (Meta, Apple) 

• Pruned model as students (NVIDIA) 

• Masking the teacher for less training compute (POSTECH)



Knowledge Distillation



Concluding Remarks
• AI is now becoming the core productivity tool 

(Coding, Scientific Discovery, Writing) 

• Medieval age:      Land & Human labor 

• Industrial age:      Capital 

• AI age:                    AI



Concluding Remarks
• We are now witnessing the beginning of the great AI divide 

• Can we stop these bourgeois from monopolizing the AI? 
(+ slow down the climate change?)



Cheers


