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Motivation



Modern AI is big
Last generation of Google Bard required… 

Dataset. Text corpus of  tokens7.8 × 1011

Chowdhery et al., “PaLM: Scaling Language Models with Pathways,” arXiv 2022



Modern AI is big
Last generation of Google Bard required… 

Parameters. Total  parameters (in various precisions) 
                        1TB memory (in 16bits) 

Computation. Total  FLOPs for training 
                           $27M, 1500 hours

5.4 × 1011

≈

2.56 × 1024

≈



Modern AI is big
Last generation of Google Bard required… 

Hardware. Total  TPUv4 chips6,144



Modern AI is big
Last generation of Google Bard required… 

Human.  Engineers67



Modern AI is big
Even worse, models are going fast!





According to the jailbreak, Google Gemini (2023) requires… 

• 1.56 trillion parameters 

• 6.24 trillion bytes of data 

• $1~2B for training.

https://twitter.com/kchonyc/status/1732467029808951732



Goals



Goals
Efficient ML is a collection of techniques to reduces various costs of ML, 

• Scale. Microcontrollers (a ConvNet) 
            Mobile phones (Google Gemini Nano) 
            Laptop (small LLMs) 
            GPU clusters (Giant LLMs)



Goals
Efficient ML is a collection of techniques to reduces various costs of ML, 

• Scale. From microcontrollers to LLMs 

• Focus. Inference latency 
             Inference peak memory 
             Training memory 
             Training cost 
             …



https://www.youtube.com/watch?v=XaDCO8YtmBw


Techniques



1. Quantization



Quantization
• Idea. Reducing the precision level of parameters in deep learning. 

• Weight only / Weight & Activation



Quantization
• Benefit. A lot! 

• Energy 

• Memory bandwidth 

• Storage space on RAM/SSD 

• Chip area



Quantization
• Key question. Find the right quantization level. 

• Similar to K-means, but in 1-dimension.



Quantization
• Popular. The linear quantization 

• Optimized for inference; allows full computation in quantized form.



Quantization
• Advanced. PTQ vs QAT, Quantized training, Tree-based quantization



2. Pruning



Pruning
• Idea. Making some weights equal to zero.

a1 a2 a3 a4
a5 a6 a7 a8
a9 a10 a11 a12
a13 a14 a15 a16

⟶

0 0 ã3 ã4

ã5 0 ã7 0
ã9 0 0 ã12

ã13 0 ã15 ã16



Pruning
• Benefit. Reduce both memory and computation associated with zeros

[a1 a2
a3 a4] [b1 b2

b3 b4] = [a1b1 + a2b3 a1b2 + a2b4

a3b1 + a4b3 a3b1 + a4b4]

[a1 0
0 a4] [b1 b2

b3 b4] = [a1b1+0 a1b2+0
0+a4b3 0+a4b4]

8 Multiplications, 4 Additions

4 Multiplications, 0 Additions

[a1 a2
a3 a4]

[a1 0
0 a4]

32bits x 4 = 128bits

32bits x 2 +  = 64bits + α α



Pruning
• Key question. Selecting the weights to remove 

• Which weights? When to prune? How much?



Pruning
• Key question. Selecting the weights to remove 

• Which weights? When to prune? How much?



Pruning
• Popular. Gradual, magnitude-based pruning (for inference compute) 

• Remove small-magnitude weights from each layer.



Pruning
• Advanced. Sparse training, 2:4 Sparsity, Post-training sparsity



3. Knowledge Distillation



Distillation
• Idea. Use a large model to better train a small model



Distillation
• Benefits. Better accuracy of the student model 

• Sometimes can utilize the knowledge of teacher dataset



Distillation
• Key question. What should we distill? 

• Prediction, features, relations, attention, …



Distillation
• Advanced. Data-free distillation, Self-distillation, Self-training



4. Parameter-efficient 
fine-tuning



PEFT
• Idea. Use only a small number of additional weight for fine-tuning.



PEFT
• Benefit. Low training cost, small per-task storage 

• Easy personalization / specialization. 



PEFT
• Key question. How to augment the original model? 

• Add layers (adapter), Additive low-rank matrices (LoRA)



PEFT
• Advanced. Model Soup, QLoRA …



Remarks



Concluding Remarks
• Making model efficient requires… 

• Understanding what is going on 

• Identifying the essence of ML practices 

• In-depth math & system knowledges 

• As a result, we get… 

• Saving $$$ 

• Cleaner environment 

• Democratization / Decentralization in ML



Cheers


