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Recap
• Transformers handle sequence of inputs 

• Tokenization 

• Embedding 

• Transformer blocks 

• Multi-Head Attention 

• Feed-Forward Networks 

• LayerNorm & Residuals



Today
• How to train the transformers 

• We will see how GPTs evolved, from GPT-1 (2018) to GPT-4 (now) 
(caution: not much “theory”)



Transformers as Universal Backbones
Almost all community uses transformers now… 

• Language.   Transformers (2017) 

• Vision.          Vision Transformer (2020) 

• Speech.       Conformers (2020) + vanilla transformers 

• RL.                Decision Transformers (2021) 

+ Time-Series, Graph, Tabular, … 

Note. An important step toward multi-modal AI.

http://lucasb.eyer.be/transformer

http://lucasb.eyer.be/transformer


Scalability
Transformers are also known to be much more scalable! 

Two things: 

• Parallel Training. Much easier than RNNs 

• Making a Big ver. Very easy. 

• Simply increase the channel dim. / num. heads / layers 



Scaling Law
We can easily reduce the test loss of transformer language models, 
simply by increasing compute, dataset, and model.

Kaplan et al., “Scaling Laws for Neural Language Models,” 2020.



Data Crisis?
Easy. Increasing the compute. 

Easy. Increasing the model size. 

Hard. Increasing the dataset size

https://aws.amazon.com/sagemaker/groundtruth/pricing/



Data Crisis?
Easy. Increasing the compute. 

Easy. Increasing the model size. 

Hard. Increasing the dataset size 

➡ Easy. Increasing the dataset size, without supervision. 

Many unsupervised pretraining techniques… 

We focus on GPT-style



Generative Pretraining 
(a.k.a. autoregressive training)



Generative Pretraining
• Idea. We have a lot of unlabeled sentences on Web. 

          Train a model that can do next-word prediction.

Radford et al., “Improving language understanding by generative pre-training,” 2018�



Generative Pretraining
• Idea. We have a lot of unlabeled sentences on Web. 

          Train a model that can do next-word prediction. 

• That is, we find a generative model  that maximizes the likelihood pθ( ⋅ )

L(θ) = ∑
i

log pθ(xi | xi−k, …, xi−1)

Radford et al., “Improving language understanding by generative pre-training,” 2018�

Context Length



• We start from the first token, where we look at 

L1(θ) = log pθ(x1 | − )

https://jalammar.github.io/illustrated-gpt2/



• Then, we proceed to the second token, where we look at 

                    (and repeat!)L2(θ) = log pθ(x2 |x1)

https://jalammar.github.io/illustrated-gpt2/



After Pretraining
• Basically, this is the training algorithm that is still being used in GPT-4. 

• After Pretraining. We have a good sentence completion model. 
                                 Now what? How can we use this for desired tasks?

Radford et al., “Improving language understanding by generative pre-training,” 2018�



After Pretraining
• Basically, this is the training algorithm that is still being used in GPT-4. 

• After Pretraining. We have a good sentence completion model. 
                                 Now what? How can we use this for desired tasks? 

• GPT-1. Fine-tune the weight parameters 
            on a small, supervised dataset

Radford et al., “Improving language understanding by generative pre-training,” 2018�



Radford et al., “Improving language understanding by generative pre-training,” 2018�



Era of Scaling Up



GPT-2
• Observation. If the dataset and model are large enough, 

                         just use the unsupervised model with long prompts 
                            (no more supervised fine-tuning) 

• Idea. Start with a good handwritten prompt and auto-complete.

Radford et al., “Language Models are Unsupervised Multitask Learners,” 2019�



Radford et al., “Language Models are Unsupervised Multitask Learners,” 2019�

Generated!



GPT-3
• Observation. If the dataset and model are very large, 

                         then we can use very short prompts

Radford et al., “Language Models are Few-Shot Learners,” 2020�



Radford et al., “Language Models are Few-Shot Learners,” 2020�



Injecting Desired Behaviors



Side Note: Chain-of-though Reasoning
• Carefully designed prompts can affect the downstream performance.

Radford et al., “Language Models are Few-Shot Learners,” 2020�



InstructGPT
• Problem. Because everything is unsupervised, 

                  it is very difficult to fix the behavior of LLMs. 

• Wrong information

Ouyang et al., “Training Language Models to Follow Instructions with Human Feedback,” 2022�
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InstructGPT
• Problem. Because everything is unsupervised, 

                  it is very difficult to fix the behavior of LLMs. 

• Wrong information 

• Biased/Toxic behavior 

• Misuse

Ouyang et al., “Training Language Models to Follow Instructions with Human Feedback,” 2022�



InstructGPT
• Answer. Use human feedback+RL (called “alignment”)

Ouyang et al., “Training Language Models to Follow Instructions with Human Feedback,” 2022�
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InstructGPT
• Answer. Use human feedback+RL (called “alignment”)

Ouyang et al., “Training Language Models to Follow Instructions with Human Feedback,” 2022�



Current version
• Two advances: 

• Multi-modality 
(more on next class)



Current version
• Two advances: 

• Multi-modality 
(more on next class) 

• Retrieval-Augmented 
Generation (RAG) 

• Trustworthy 

• Up-to-date



Remaining Classes
• 12/6. Multimodal ML 

• 12/11. Basics of Model Compression 

• 12/13. Basics of Deep Learning Theory



Cheers


